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We live in a time of many questions that seem not to keep up with the speed at which artificial intelligence (AI) is developing. The advances are immense and surprising, putting human beings in confrontation with themselves, sometimes not being sure if they really are advances and placing them in a certain place of vulnerability in the face of the risks and threats that, supposedly, AI could represent. It oscillates between fascination and fear, euphoria and caution, hope, and consternation. What is seen as advancement, as a step taken in technology, is confronted with questions about its implications for humanity, especially when the possibility of replacement is evoked. This is a path of no return, in other words, what AI has brought in its different scenarios seems to be here to stay.

Given the diversity and breadth of AI, I chose to focus this editorial on scientific production in health. The development of research requires that the scientist assume the role of protagonist, author and responsible for what he subscribes to. This is a centrality that cannot be lost. AI tools must be used as an instrument, as a means and not as an end in themselves. They are not, and could not, be protagonists, as there is a starting point that still seems to require the presence of the researcher, whether in the construction of the AI itself, or in the constitution of a field of investigation.

It calls for the good use of AI, but what would that be? It is not about thinking of it as something that replaces human beings, but that can enhance their actions. The more it assumes a substitutive dimension, the more there will be a risk of establishing a dependency that could have the consequence of removing the researcher’s role as subject, his protagonism, as mentioned, which results in possible lack of responsibility for what is produced. The challenge is also ethical and seems to confront us with a blurred border between man and AI. Without clear and well-established limits, there is a mixture that has changed the way science is done.

To understand this entire process, I am inspired by the French philosopher Maurice Merleau-Ponty who, in the mid-1940s, was already questioning the ways of doing science, a task that is part of the phenomenological tradition. For the author, talking about science is talking about the lived world on which, inescapably, it is constituted. To think about scientific rigor, it would be necessary to awaken to the experience of the world, as science is, and always will be, a second expression, as the philosopher said in the book Phenomenology of Perception (1945).
AI changes the experience of the world, it can enhance certain actions and productions, but it does not replace the human experience on which science focuses. It is not the enemy, but for it to be effective as an ally, it needs to be positioned clearly. It is even necessary to have a method, so that it does not become an ally, not of the development of research, but of the superficiality, mediocrity and lack of rigor that surrounds the scientific world.

With Merleau-Ponty and his ambiguous philosophy, we are invited to leave the dichotomy that would require an evaluative position regarding AI, that is, a condition that attributes a dichotomous meaning between something favorable or unfavorable, good, or bad for science and its production. Let us assume the tension of this indeterminate place that makes it impossible to clearly demarcate such polarities. The borders are not rigid and here they are full of traps. We cannot and, probably, will not be able to remain oblivious to what AI challenges and summons us.

It also reveals the world in which we live and on which science must continue to build. As Merleau-Ponty would say, “The entire universe of science is built on the lived world”. AI is part of this world and invades us in the flesh of the world, in our coexistence. For those who propose to do science, on the one hand, I say, we have no way of escaping, as this would require leaving this world in which we are part and on which AI is established; it would be, naively, to try to alienate oneself. On the other hand, we need to be attentive, involved, so as not to succumb to the ethical limits and risks that AI brings with it. The invitation to ambiguity is for us to leave superficial views aside and always remain attentive, at the same time, to the charms and traps that AI can present, as they are two sides of the same coin.
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